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Abstract

This paper explores adaptation of Hierarchical clustering by
areas algorithm, presented in [1], for automatic construction of
electronic catalogue of text documents. Electronic catalogue is
traditionally maintained and built by hand, significant research
was done to classify the documents to existing hierarchical
structures, but little was done about to build the electronic
catalogue from scratch. We describe enhancements of
Hierarchical clustering by areas algorithm and compareiit (to be
applied in the field of automatic catalogue construction) with
other researches. This paper also proposes an algorithm of
feature space reduction for preparation of document
representationsfor text clustering.
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categorization systems, which store sets of charaaterigtr
each category of catalogue and automatically determines
corresponding category for the analyzed document. At most the
list of attributes for each entry is made by the expéhe
disadvantage of the existing automated systems is staic
character and the inability to automatically, without the
participation of expert rebuild formed earlier catalogue.

In this paper we propose the way of automatic construction
of an electronic catalogue for text documents as onthef
most effective ways to access the necessary da&auigency
of this problem is increasing as the number and volume of
electronic texts is constantly increasing. To autorahyic
construct electronic catalogue the adaptation of novel
Hierarchical clustering by areas algorithm is presgénfThe
proposed hierarchical structure of electronic catalogue
supposes a quick and efficient way to find the relevant
information.

. INTRODUCTION

At present in different stores of knowledge (electramd I
traditional) have accumulated vast amount of informatiin. '
the same time because of large volumes of informatia@ir
weak structuring and reporting non-electronically,
obtaining of relevant and complete information on a $igeci
topic is quite complex, and majority of the accumulate
information resources becomes useless because of itniseme
It can be noted that the search of solution for a specifi
scientific objectives requires high labor costs to fiaadd
analyze information on the topic. Therefore, in connaotith
the stated above, there is the problem of efficientcsitring,
storing, processing and retrieval of information in théada
arrays. To solve this problem people use different themati ; § !
classifiers, rubricators, electronic catalogues, tvhadlows construction of hierarchical catalogue structures. &loan be
finding (either automatically or manually) the documentsmi ©PServed two qualitative articles.
small subset of the document database corresponding to the Tao Li and Shenghuo Zhu [4] have used linear discriminant
interesting for the user topic. Electronic catalogsessually a  projection approach for transformation of document spate on
set of headings grouped into a hierarchy (directory).dach  lower-dimensional space and then cluster the documetats in
category there is set of documents, which is assignedierarchy using Hierarchical agglomerative clustering
corresponding to category subject. Currently there aaitadle  algorithm [5]. They have found good benefit from usimgpdir
are two types rubricators - manual and automated. In afase projection approach as according to the paper it preser
manual rubricator, each new document must be manuallynderlying class structure relation (semantic relatmetsveen
analyzed and expert have to define which sections of disect clustering objects). The paper investigates the affectsing
of electronic catalogue it belongs to, after that doent generated hierarchical structure for text classificat They

becomes available for search. Also there are automatdtgve used LIBSVM [13] as a classifier, which is libréoy
support vector classification, regression and suppoiti-olass

RELATED WORK

Much of the previous work concentrates on the
theclassification of text documents, either on flat classiion or
on hierarchical classification to predefined categoriescase
Oof flat classification of text documents each catggoeated
individually and equally so that no structures exist tfinde
relationships among them [2]. For example, good worthén
fiierarchical classification to two layer hierarchicatucture
described by Dumais and Chen in [3], they used SVM
classifiers and explored small advantage for accuracy for
hierarchical model over flat models.

Only a little research was done in the field of autaenat



classification. Taken experiments showed that generated5) No more than 300 stems with the highest weight are
hierarchies improve classification performance in mosesa selected as keywords to represent the document (document

the most significant gain in accuracy (growth up taeBthey representation).

have reached on the Reuters-top10 collection. To improve the determinant behavior of features of

A promising work was done by O. Peskova [6], whichdocument representations, we use the idea of Selectittedea
presents some improvements for clustering feature smecti space reduction presented in [6]. Our implementation is
referred as selective feature space reduction and gevelo different to [6]. Firstly we cluster the documents cdile
modification of layerwise clustering method of Ayvazyjah using modified algorithm of Hierarchical clustering by area
Suggested method of selective feature space reductigsee section IV.C). Each area in the resulted hierzathiea
decreases feature space in 3.5 times, decreases a atamput tree has vector of keywords, which describes it. Ifdsume
time, and improves accuracy of clustering algorithm.émesl  areas collection similarly to the documents collegtiva can
method was tried on small collections of text documentgxecute keywords extraction algorithm described above on the
generated from electronic library on informational tetbgies  greas collection to select the vector of most sigaific
http://citforum.ru. Author of the [6] found a 4% advargag keywords of each area in relation to other areas in tbasa
a\_/erage_f-measure of Fhe deveI(_)ped clustering method OVRLatyre space: this way we reduce the number of kewwvord
Hierarchical agglomerative clustering algorithm [5]. used for describing of areas in the area tree (se®rsew).

Our work explores the way of automatic construction of arKeywords, which are not present in the areas featureespa
electronic catalogue for text documents as one of the moarea removed from document vectors; this way we reduce
effective ways to access the necessary data. We gwopodocument vector sizes. The quality of clustering rises two
adaptation of Hierarchical clustering by areas algoritviich  times (for Hierarchical clustering by areas aldor) in
is described in [1]. comparison with the clustering without using this technique.

In next sections we will describe clustering feature

. o : V.  MODIFIED HIERARCHICAL CLUSTERING BY AREAS
selection, description of datasets used for testingthef

g . . ALGORITHM

proposed approach, description of the adapted hierarchical ) ]

clustering by areas algorithm and evaluation of theqsed For construction of the electronic catalogue we prepos
approach. adaptation of Hierarchical clustering by areas algorjtwhich

is described in [1]. Hierarchical clustering by arel®rthm

builds hierarchical tree of the areas, which consi$tshe

documents of initial collection. Characteristics af tireas are
For the clustering purpose each text document is presentediculated during algorithm execution. Final clustersthaf

as the vector of keywords. Universal of documengwad  algorithm are placed in the nodes of the tree. Node of the

vectors presents keywords feature space. To redudedatuge hierarchical tree contains objects, which is most ddeesach

space stop words (words that usually does not useddartse other. Hierarchy of the tree reflects relations betwareas.

for example, conjunctions and prepositions) are eliminated

Also modified TFxIDF [8] metric is used to calculate the o |njtialization of the hierarchical by areas algorithm

weight of the word in relation to the document. Finallynmare

than top 300 features with the highest weight of tloedwin

relation to the document are selected to represent t

document. Hereby the following algorithm for keywords

extraction from the documents is used:

lll.  CLUSTERING FEATURE SELECTION

Lets we have incoming stream of the documents, whieh a
hséjpposed to be integrated into the hierarchy. Each datume
réepresented by vector of the keywords. Primarily mtbming
documents are put into the recycle bin area of theunéethe
number of the documents exceeds a predefined limit, neted a

1) For all words of the document stemis extracted using KMax. When the number of the documents of the recycle bin
Porter algorithm] 9] . Number of occurances TF; of area surpasses KMax, it divides into subareas. Herebljsthe
each stemin the document D is counted. of root areas appears.

2) Stop words are removed fromlist of extracted words.

3) Removewords, which have frequency more than B.  Improvements of the hierarchical by areas algorithm
predefined max frequency or |ess than predefined To improve the quality of the hierarchical structure we
minimum frequency. propose the enhancement of hierarchical by areas algorithm

4)  Weight of the stem in the document D is calculated with three additional techniques:

using modified TFxIDF formular, and if to denote - 1) Limitation of depth of the tree.

max frequency between all stems as MaxStemFreqp, 2) Recyclebin at each level.

total number of documentsin collection as TDN,

number of documents where this stem occurs as DN; Traditionally electronic catalogue has limited number of

then we have these formulars to compute weight of the stem: layers. For example, catalogue of Yandex Corp. has up to 6

IDF; = log (1+TDN/DN;) (1) layers in depth [10]. Therefore clustering hierarchical

Weighp(stem) = ((0.5+0.5*TF)/MaxStemFreg)*IDF;  (2) algorithm should provide possibility to manage the number of

layers in the hierarchy tree. This feature makes #talague



to be observable for the user and to locate necessary Notation Description

information easily. Connec new area as a child to its par
To improve the quality of clustering we introduce the | connectToTree | area from which it was derived (Divide

instance of recycle bin at each level. The idea ofdlechin is (Area) operation) or to the parent of Recycle bin

that all those documents which do not meet entry critafria from which was derived.

the areas of the certain level should be temporarydstorthe Operation of integration of subareas of

special area on the same level. Areas on the same heudtls | Me9"a® @) | o orea

be as much different from each other as possible, andehe i , Recycle bin - special area, which stores

of recycle bin helps in this question. When the number of| RecycleBin declined objects.

objects in the recycle bin surpasses the predefined linig,
divided and a new detached area is connected to the current

level Take a look at algorithm of insertion of the documerthie

tree of areas:
C. Phase of processing of incoming document flow

] i ) ) ) - ) ] 1 step. New document Doc has been supplied.
This section describes in detail modified Hierarchical

clustering by areas algorithm. 2 step. arealist=gehildren(RootArea),
In the capacity of data for the phase of processing tise 3 step. FOR EACH area IN arealList: find area whichés th
document, which is represented by vector of keywords, and
tree of areas. On the first step of algorithm theseai most close to Doc.
verification of possibility of correct insertion tltcument to 4 step. Verify if document can be inserted in the hierarchy

the area tree. The possibility of correct insertion temeined
by measuring of the closeness between document and éreas o IF (proximity (Area, Doc) < MinimumProximityj)
root level. .If.close.nes's doe;: not exqegd the dynalyical RecycleBin.Add (Doc);

calculated limit, which is defined as minimum of closeness
between already processed documents, then document is IF (RecycleBin.size() > KMax) {
temporary stored in the recycle bin of the root leuél.

document has closeness, which is more than predefined limit Result = Divide (RecycleBin);

then, it is directed along the tree to the closaesaseas. On the ConnectToTree (Result);
next steps of the algorithm document moves until it méets t )
closest area of the tree. Document is accommodatettiein } End of algorithm;

found area. In case if number of elements of area exceed }

predefined limit then area is divided into subareas. If nurobe

subareas exceeds the predefined limit then operation of b5 step. areaList=gehildren(Area);
integration of subareas executes. The operation ofratteg IF (areaList.size() == 0) GOTO 8 step.

of subareas consists of two basic operations:
1) Partitoining of subareas in two groups of most close to 6 step. FOR EACH area IN areaList: find ardada

each other. — which is maximally close to Doc.
2) Aggregation of subareas under one area from the 7 step. IF (proximity (Area, Doc) <
elements of the group.

proximity (NArea, Doc)) {
For the notations of modified Hierarchical clusteringargas Area = NArea; GOTO 5 step:
algorithm see Table |. ' '

} ELSE {
TABLE I. NOTATIONS OF THEHIERARCHICAL BY AREAS ALGORITHM Area.add (DOC)'
Notati Descripti . .
otation - escription - IF (Area.size() > KMax) { divide (Area);
KMax Maximal number of elements in the area o
Coothren Root of the tree which points to the list IF (number of descendants of Area is bret) {
of first level areas of the hierarchical tree Integrate (Area);
Minimum proximity for the documen
MinProximity (to be inserted) that should be between }
document and node of the area tree. }
Divide (area) Operation of division of area to subareas GOTO 8 step.
roximity(A.B) Operation of alculation of the nearne
P Yk between objects A and B }
geChildren Operation of building the list of 8 step. Update vectors of keywords of areas, which is
(area) descendants of area

located on the path to the resulted area.



V. RESULTS

For the verification of the presented approach we have used «  F-measure (3) that combines Precision and Recall is
two datasets and compare proposed algorithm with the harmonic mean of precision and recall:
Hierarchical agglomerative clustering algorithm.

recision - recall
A.  Datasets selection F=2.2 )

For testing purposes we have used two datasets. One is

subset of 20Newsgroups (20000 articles), which contains 2000 \ye comnared the modified Hierarchical clustering by areas

ar::'td_?/s evenly d'V'éje/df /among %0/ U§ent(/etth r‘estroupﬁlgorithm with Hierarchical agglomerative clusteringalthm

(20/p. wy(\;w£07.cmué% ;‘Jtalsgs.cmud.e clij E[)role;c Nﬁg-UB (Single link algorithm), implementation of which was taken
www/data/news20.hif >econd  dataset WaS from the Yooreeka project [11]. The results of compateti

prepared. by us from the sc.|ent|f|c articles of N'thgbr(.).d experiments, which are presented in Table Ill, show good

state University, because in future the approach desCitbe 4\ antages of Hierarchical clustering by areas afhguritn

this article is supposed to be integrated in the enviemtrof ., hason with Hierarchical agglomerative clustering by

internet portal of Nizhny Novgorod State University as o i
o . L 2 means of precision, recall and f-measure characteristits
scientific catalogue. NNSU8 contains 1302 scientifickasi in computation time. There is a 27% advantage in average f-

precision + recall’

8 scientfic areas. measure of Hierarchical clustering by areas algorithrar ov
. Hierarchical agglomerative clustering algorithm oa NNSU8
B.  Evaluation collection and a 38% advantage in average f-measutbeon

For evaluation of proposed algorithm of electronic20NewsGroups collection.
catalogue construction we have used standard externatsnetr
In the context of clustering tasks, the terms truetpes, true
. false ositives and false negatives are tsed TABLE III. EVALUATION OF AVERAGE METRICS OFHIERARCHICAL BY
negatives, false p . g . AREAS ALGORITHM IN COMPARISON WITHHIERARCHICAL AGGLOMERATIVE
compare the given clustering of the documents with the CLUSTERING ALGORITHM

desired, "sample” partitioning of documents to the groups, AloorTthms and dataset
which is given a priori. This is illustrated by the Table : : gonthms a AEts :
below: Metric Hierarchical by areas | Hierarchical Agglomerative
20News NNSUS 20News NNSUS
groups groups
TABLE L. EVALUATION METRICS Recall 0.79 0.66 0.1 0.40
i Precision 0.35 0.59 0.11 0.38
Foroiazﬁg pair Di and DO contain in one D; and D contain in
documents P cluster of “sample” differentcluster of F-measure 0.48 0.6 0.1 0.33
and D partitioning “sample” partitioning Time
D and © (msec) 2505 2391 2896 45116
contain in one
gt‘fgﬁq;tic of | tp (true positive) fp (false positive) Top levels of catalogue generated by Hierarchical bysarea
clustering clustering for NNSU8 collection and 20Newsgroups are
Di and D presented in Table IV and Table V accordingly.
contains in
different fn (false negative) tn (true negative) TABLE IV.  TOP LEVELS OF CATALOGUE GENERATED BY THE
clusters of HIERARCHICAL BY AREAS CLUSTERING FORNNSUS8
automatic
clustering Areas Members
1 Law, philosophy;
We have used these metrics to evaluate the clustegfig [1 2 Mathematics;
 Recall (1) is the fraction of number of correctly 3 Sociology;
grouped documents in automatically generated cluster 2 c __
to the number of documents in “sample” cluster: conomics,
5 Physics
Recall = tp 3) 6 Biology, Chemistry;
tp+ fn

Addition of new documents to the ready-built catalogue do

. Precision (2) is the fraction of number of correctlynot need rebuilding of the whole catalogue structute, i
grouped documents in automatically generated clustefPposes the same insertion algorithm, which is presente

to the number documents in generated cluster: section IV.C.
.. tp
Precision = 4)
tp+ fp




TABLE V.

TOP LEVELS OF CATALOGUE GENERATED BY THE
HIERARCHICAL BY AREAS CLUSTERING FORRONEWSGROUPS

Areas Members

talk.politics.mideast,

1 talk.politics.guns,
talk.politics.misc

2 comp.graphics, comp.os.ms-
windows.misc
rec.sport.baseball,

3 rec.sport.hockey, rec.autos,
rec.motorcycles

4 sci.crypt, sci.med, sci.space

5 comp.sys.ibm.pc.hardware;
comp.sys.mac.hardware

6 soc.religion.christian

7 sci.electronics; misc.forsalg;
comp.windows.x

8 talk.religion.misc

CONCLUSION

(1

(2

(3]

4

(5]

(6]

(7]

The research presented in this paper explores adaptation of
Hierarchical clustering by areas algorithm for automaticg
construction of electronic catalogue of text documents. The

computational experiments showed advantages of Hiecailchi

by areas algorithm for automatic electronic catalogugg)
construction in comparison with Hierarchical agglomerative

clustering by means of quality and time for computation.
this paper we also present algorithm of feature spatetien
for preparation of document representations for clumger

[10]
[11]

which substantially increases quality of clustering. The

addition of new documents to
electronic catalogue, in other words — classification @i n

ready-built Hierarchicall12]

documents to the hierarchy, does not need rebuilding of
catalogue. Presented in this article approach can be used fgs
construction of web electronic catalogues.

REFERENCES

F.V Borisyuk. and V.. Shvetsov “New search methodsdd on
hierarchical clustering by areas of text documénéestnik of N.I.
Lobachevsky State University of Nizhny NovgorodPp90# 4, pp. 165—
171.

Yiming Yang and Xin Liu. “A re-examination of textategorization
methods”, Proceedings of the 22nd annual internatidCM SIGIR
conference on Research and development in informagimieval,
Berkeley, California, United States, 1999, pp.—4®.

S. T. Dumais and H. Chen (2000). “Hierarchicaksification of web
content”. Proceedings of SIGIR'00, 2000, pp. 258:26

Tao Li and Shenghuo Zhu. “Hierarcical document sifaation using
automatically generated hierarchy”, Journal of lligent Information
Systems, V. 29, Issue 2, 2007, pp. 211 - 230.

A.K. Jain and R.C.Dubes, (1988). “Algorithms foustering

data”, Prentice Hall, 1988, 320 p.

O.V. Peskova, “Automatic full-text documents cléissi building”.
Electronic Libraries: perspective methods and riettgy, electronic
collections:Proceedings of 9th all-russian scientifconference
«RCDL"2008» . Russia, Dubna, 2008, pp. 139-148.

“Applied statistics: Classification and dimintiondeection”: Sprav. izd.
S.A. Ayvazyan, V.M. Buhshtaber, I.S.Enyukov, L.D. $halkin; under
the editorship of S.A. Ayvazyan. Moscow: Finance atatistics, 1989.
607 p.

Kelleher D., Luz S. Automatic Hypertext Key phré3etection

/I Proceedings of the Nineteenth Inter nationahtl@onference on
Artificial Intelligence, Edinburgh, Scotland, UK0@5. P. 1608-1610.

The Porter stemming algorithm.
http://tartarus.org/~martin/PorterStemmer/
Yandex cataloguéttp://help.yandex.ru/catalogue/?id=873432

The Yooreeka project. A library for data mining, chane learning, soft
computing, and mathematical analysis.
http://code.google.com/p/yooreeka/

Stein, B., S. M. Eissen, F. Wissbrock. On Clustetidity and the
Information Need of Users. In: Proc. 3-rd IASTEDieim. Conf. on

Artificial Intelligence and Applications (AIA'03)Acta Press, 2003, pp.
216-221.

Koller D., Sahami M.(1997).Hierarchically classifgidocuments using
very few words. Proceedings of the Fourteenth hagonal Conference
on Machine Learning, 1997, pp. 170 — 178.




