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#### Abstract

Increasing power consumption has become a major issue in the integrated circuit industry. Solving this problem will lead to a reduction in packaging costs. The main challenge in this problem is to generate a netlist that minimizes power dissipation. This paper proposes an algorithm for technology-independent power optimization of combinational circuits. The proposed algorithm is based on a probabilistic estimate of power consumption. The main idea is to rearrange the inputs of sub-circuits of the initial circuit to minimize the power consumption. The developed algorithm reduces the switching activity by $0.5 \%$ in logic circuits built in any basis without limitation.
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## I. Introduction

In the era of advanced technology and increasing demands for high-performance electronic devices, the design and manufacturing of integrated circuits (IC) play an increasingly important role in digital systems. ICs is a group of electronic circuits placed on a metal plate designed with semiconductor materials. An IC is the fundamental building block for all modern electronic devices.

The complexity and functionality of ICs continue to increase, so does their power consumption. The increase in power will lead to an increase in heat dissipation cost and packaging cost [1, 2]. Reducing power consumption in control systems, especially digital circuits, is an urgent scientific and technical issue that has recently attracted increasing attention from scientists and engineers [3]. It is clear that estimating and minimizing power during the design phase is crucial to avoid costly redesigns during manufacturing.

The IC design process contains several steps: 1) system specification, 2) architectural design step, 3) RTL model design, 4) logic synthesis, 5) physical synthesis [4]. Logic synthesis transforms a cycle-level functional design into a gate-level representation [5]. It makes up the gap between the technology-independent and technology-dependent stages. The result of logic synthesis is an optimal network composed of standard cells in a given technology library. In most design systems, the logical synthesis process contains at least two important stages: technologically independent
optimization and technological mapping [6]. It is necessary to apply algorithms to optimize power consumption at all steps of the IC design process.

Logic synthesis has a waste optimization area. The technology-independent power optimization is very important, because it has a cumulative effect [7].

This paper is aimed to explore the problem of technology-independent power optimization of ICs. This paper firstly provides an overview of existing solutions for technology-independent power optimization of ICs. Then the power estimation model on a technologyindependent phase is considered in section 3. After that the heuristic approach is proposed in section 4. The current results are described in section 5. Section 6 concludes the paper.

## II. RELATED WORK

Power optimization of logic circuits involves techniques and methodologies to reduce power consumption while improving circuit performance (functionality remains unchanged). There are several methods for power optimization of integrated circuits. Power optimization problem is NP-complete [8]. There is no polynomial algorithm to solve this problem. In this way, all algorithms are based on different heuristics.

The technology-independent power optimization there is a sequence of logic transformations on a logic function to reduce the power model. Regarding power optimization methods in the technology-independent phase of logic synthesis, there are approaches for logic functions in different bases. Logic functions can be based on Reed-Muller (RM) logic (XNOR/OR or XOR/AND based) and traditional Boolean (TB) logic (AND/OR/NOT based) [9].

First, a number of power optimization techniques for RM circuits based on XOR/AND have been proposed, including exhaustive approaches [10], genetic algorithms (GAs) [11, 12], particle swarm optimization (PSO) [13], and others $[14,15]$. Additionally, there are numerous papers available for XNOR/OR-based RM circuits. In [16] an approach is proposed to optimize power using an adaptive PSO algorithm. In [17] a binary differential evolution algorithm is described. In [18], Al Jassani et al. analyzed the characteristics of Boolean logic circuits and proposed a genetic algorithm for optimizing expressions. In [19] Yuhao Zhou et al. proposed a method based on the multilevel adaptive memetic algorithm, matrix
decomposition strategy, and parallel polarity conversion algorithm.

Secondly, CAD tools like Espresso [20], SIS [21], and ABC [22] have been developed for logic synthesis and optimization based on TB logic. In references [23] and [24], attempts were made to conceal signals with high switching probability within look-up tables (LUTs) in FPGAs.

All these methods are limited by their reliance on a specific basis (RM or TB). This article presents a basis independent approach for optimizing logic circuits.

## III. Estimation model

## A. Sources of dissipated power

The power dissipation of CMOS digital circuits includes two components: dynamic one and static one. Reverse currents of $p-n$ junctions, resistive load, and leakage currents are the cause of static power. Static power is dissipated when the logic element is in a fixed logic state ("0" or "1"). The reasons for the dynamic power are processes of charging and discharging of the circuit node capacitances. This energy is dissipated when the signals at the outputs of the circuit nodes are switched. And this component of power dissipation is dominant [25] in comparison with static power.

The average level of dynamic power dissipation for a single gate is estimated by the following approximation [26]:

$$
\begin{equation*}
P_{a v g}=0.5 \cdot C * \frac{V^{2}}{T} * E_{s w} \tag{1}
\end{equation*}
$$

where $C$ - load capacitance of the gate; $V$ - supply voltage; $T$ - clock cycle time; $E_{s w}$ - average number of switchings per cycle at the output of the gate (i.e. switching activity).

The only multiplier in the formula that can be changed is Esw (rest of them are constants for the optimized circuit). As a result, to minimize power consumption, the switching activity should be minimized.

## B. Power estimation model

Power estimation methods are classified [27, 28]:

- methods based on modeling
- statistical methods
- probabilistic methods

The modeling is the simplest method and the most accurate method. The specified sets are fed to the input of the circuit. Then the behavior of the circuit is simulated and as a result, a power value is obtained. This method is costly.

The idea of statistical estimation is to repeatedly simulate the operation of the circuit. In this case, random sets are fed to the input of the circuit. The simulation takes place until the average power value has not been obtained. This method is less accurate than the previous one. A stopping criterion based on statistics is required for this method.

The probabilistic method is the fastest. This method is based on calculating the probability of switching each node of the circuit [25].

For estimation of the switching activity of integrated circuits a probabilistic model was chosen. In this idea, a signal probability is used to evaluate the switching activity. Signal probability can be calculated by the signal's input probabilities depending on the logical function of the cell. Figure 1 illustrates the formulas for calculating signal probabilities for several Boolean functions: inversion, logical AND, logical OR, logical XOR. Signal probabilities for three-input, four-input functions etc. are calculated using a similar idea.

b) $p(y)=p(x 1) p(x 2)$

c) $p(y)=p(x 1)+p(x 2)-p(x 1) p(x 2)$

Figure 1. Formulas for calculating signal probabilities for a) inverter; b) two-input AND; c) two-input OR; d) two-input XOR.

The switching activity for gate $i$ is the sum of the probabilities of switching from 0 to 1 and from 1 to 0 . The probability of switching from 1 to 0 is equal to the product of the probabilities that the gate is in state 1 in this clock cycle and in state 0 in the next clock cycle. The formula for the probability of switching from 1 to 0 :

$$
\begin{equation*}
p_{s w}^{1 \rightarrow 0}=p(1) \quad * p(0) \tag{2}
\end{equation*}
$$

Similarly, the formula for the probability of switching from 0 to 1 :

$$
\begin{equation*}
p_{s w}^{0 \rightarrow 1}=p(0) \quad * p(1) \tag{3}
\end{equation*}
$$

Consequently, the formula for the switching activity:

$$
\begin{equation*}
E_{s w}=p_{s w}^{1 \rightarrow 0}+p_{s w}^{0 \rightarrow 1}=2 p(0) \quad * p(1) \tag{4}
\end{equation*}
$$

Finally, $p(0)=1-p(1)$. The formula for the switching activity for gate i can be calculated as follows:

$$
\begin{equation*}
E_{s w}=2 p(1) \quad *(1-p(1)) \tag{5}
\end{equation*}
$$

where $p(1)$ - the output signal probability that the gate is in state 1 for $g$ node.

## IV. PRoposed method

The purpose of this article is to develop an algorithm of technology-independent power optimization of combinational CMOS circuits. According to the selected power estimation method, switching activity should be
minimized for power optimization. The proposed algorithm is based on heuristic optimization.

The input data for the algorithm is a graph of the logical circuit on an arbitrary basis. Logic gates are nodes, inputs and outputs of gates are connected by edges. The developed method is based on the local resynthesis of subcircuits. The algorithm consists of two stages: 1) select a set of subcircuits to optimize; 2) select from the received set of intersecting subgraphs a subset of non-intersecting ones.

The algorithm to select a set of subcircuits is described by the following pseudo-code:

```
    for i {1, .., L} do
    subGraph := builtSubGraph(cell_i);
    if isAssociativeFunc(subGraph ) then
    newSubGraph := reorderringInputs(subGraph);
    if estimation(newSubGraph) <
estimation(SubGraph) then
```

        addNewSubGraph(newSubGraph);
        end
        end // if isAssociativeFunc
        end // for i
    In this pseudo-code L is depth of the initial graph.
First of all, two-level subgraphs are selected from the initial graph. To select a subgraph, proceed as follows. All nodes are analyzed. The for loop iterates through all nodes. By considering a certain node, a two-level subgraph is constructed, where the selected node is the output (the function builtSubGraph, where the current node is a parameter). For example, in Figure 2 subgraph is created for the lowest node.


Figure 2. Subcircuit
Each subgraph is a Boolean function. If this Boolean function is associative (it is checked using the function isAssociativeFunc), it is checked for optimization. The associative function for a subgraph here is a subgraph in which the inputs can be swapped and the function remains logically equivalent. Subgraph in Figure 2 is associative. Fig. 3 shows that there are six unique subgraphs in terms of switching activity for the Boolean function presented in Figure 2. All of these subgraphs are equivalent functions.


Figure 3. Example
This example shows how the overall switching activity of the subgraph can change when the inputs are rearranged. The overall switching activity for subgraph a:

$$
\begin{gathered}
E_{s w}{ }^{a}=2 p(a) p(b) *(1-p(a) p(b))+2 p(a) p(b) * \\
p(c) * p(d) *(1-p(a) * p(b) * p(c) * p(d)
\end{gathered}
$$

for subgraph b :

$$
\begin{aligned}
E_{s w}{ }^{b}=2 p(a) p(c) *(1-p(a) p(c))+2 p(a) p(b) * \\
p(c) * p(d) *(1-p(a) * p(b) * p(c) * p(d)(7)
\end{aligned}
$$

for subgraph c :

$$
\begin{gathered}
E_{s w}{ }^{c}=2 p(a) p(d) *(1-p(a) p(d))+2 p(a) p(b) * \\
p(c) * p(d) *(1-p(a) * p(b) * p(c) * p(d)
\end{gathered}
$$

for subgraph d :

$$
\begin{gathered}
E_{s w}{ }^{d}=2 p(b) p(d) *(1-p(b) p(d))+2 p(a) p(b) * \\
p(c) * p(d) *(1-p(a) * p(b) * p(c) * p(d)
\end{gathered}
$$

for subgraph e:

$$
\begin{aligned}
& E_{s w}{ }^{e}=2 p(b) p(c) *(1-p(b) p(c))+2 p(a) p(b) * \\
& p(c) * p(d) *(1-p(a) * p(b) * p(c) * p(d)(10)
\end{aligned}
$$

for subgraph f :

$$
\begin{aligned}
& E_{s w}{ }^{f}=2 p(d) p(c) *(1-p(d) p(c))+2 p(a) p(b) * \\
& p(c) * p(d) *(1-p(a) * p(b) * p(c) * p(d)
\end{aligned}
$$

In this example, the inputs are swapped in the subgraph, but the switching activity of the inputs and outputs for different subcircuits remains unchanged. However the overall switching activity has changed.

The function reorderringInputs in pseudo-code rearranges the inputs as described in the example and selects the subgraph with the minimum value of the switching activity. And if that value of the switching activity smaller than the switching activity of initial subgraph (it is checked using the function estimation), the subgraph has been added to the desired set (function addNewSubGraph in pseudo-code).

Then the task is to select from the received set of intersecting subgraphs a set of non-intersecting ones. Additionally, the solution to such a task should provide the greatest possible gain in optimizing the total
switching activity of the circuit. The problem is depicted as a graph. The graph represents subgraphs that need to be replaced as nodes, and edges indicate intersections between subgraphs. Each node has a weight. It is optimization gain that can be obtained by replacing. This problem is equivalent to the maximum weighted independent set problem. It is widely acknowledged that this is an NP-hard problem. To solve it, a greedy algorithm is used.

When the non-intersecting set is selected, subcircuits are replaced. The algorithm can be applied multiple times to the same circuit to achieve the best result.

In this method the preliminary estimation of optimization can be obtained before replacement. And this algorithm can be applied to circuits on every basis.

## V. Results

The algorithm was implemented with $\mathrm{C}++$ language and was applied on circuits from OpenABCD [29] benchmark. The input signal probability values have been set to 0.5 . GraphML files have been converted to an internal representation. Then the presented algorithm has been applied to circuits.


Figure 4. Results of optimization

The graphic on Figure 4 represents names of test circuits on the axis of ordinates and the optimization of the switching activity on the abscissa axis. Optimization is calculated by the following formula:

$$
\begin{equation*}
\text { Delta }=\frac{E_{s w}^{o l d}-E_{s w}^{n e w}}{E_{s w}^{o l d}} * 100 \% \tag{12}
\end{equation*}
$$

where $E_{s w}^{o l d}$ - the switching activity of the initial circuit, $E_{s w}^{n e w}$ - the switching activity of the circuit after optimization.

It can be seen that the reduction of switching activity is very small, no more than $0,7 \%$. The gain is small because there were few subcircuits that could be optimized in original circuits. The algorithm will be enhanced with new heuristics to achieve optimal results.

## VI. Conclusion

Power optimization of logic circuits is a crucial concern in computer engineering. This paper presents a technology-independent approach to minimize the power consumption of integrated circuits. The optimization method uses various heuristics to minimize the switching activity of a logic circuit (model of the initial circuit on the technology-independent stage of logic synthesis).

For future work, the results of refining the power minimization method suggest that the circuit will be optimized not only at the technology-independent stage, but will also contribute to technology-dependent optimization. Additionally, further research prospects
include multi-criterion optimization with other parameters, such as delay.
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